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Susceptibility modeling and mission flight route optimization in a low threat, combat environment

Abstract


Movement and transportation systems are a primary topic in the study of humans and their relationship with the environment.  Only a few modes of transportation allow for nearly full freedom of movement that is unconstrained by nodes or networks.  Individual human travel (walking, climbing, swimming, etc.) is one example while rotorcraft travel is another.  Although other criteria constrain movement, independence from a network allows for a unique examination of human spatial decision-making and choice behavior.  This research attempts to analyze helicopter flight route planning in a low threat combat environment with respect to geography.  The particular problem addressed here, which ultimately concerns the quantitative representation and mapping of helicopter susceptibility in a low threat, combat environment, is assisted by a Geographic Information System (GIS).  Prior susceptibility research on helicopters is combined with the spatial analytical functions of a GIS to cartographically model three dimensional flight routes across four separate areas in Wyoming, Montana, North Dakota and Northwest Pakistan.  The GIS optimized flight routes are then compared to the conventional techniques used by human flight route planners.

1.0 Introduction

The Federal government through the Department of Defense and the aerospace industry has invested a tremendous amount of our national treasure in the design, development, production and maintenance of military aircraft.  One primary consideration in the entire acquisition process is survivability - the capability of an aircraft to avoid or withstand a man-made hostile environment.  Survivability is achieved in numerous ways that can be categorized as those associated with aircraft design and those associated with aircraft operations.

This research will focus on the operational aspects of combat survivability, specifically within the realm of susceptibility and mission flight planning.  There has not been any research identified that specifically compares GIS optimized mission flight routes to those created by humans using current methods.  The current suite of mission planning tools will be introduced along with a discussion of their capabilities and limitations.  The potential benefits and the limited costs of integrating these tools into a comprehensive GIS-based decision support system (DSS) for the Air Force UH-1N helicopter in a low threat combat environment will be compared and analyzed with respect to a prototype model and actual human spatial behavior and decision-making.  Although implementing artificial intelligence (AI) in real-time planning and navigation is desired, current data, communications and the lack of computational speed render this impractical.  Despite the fact that this research project has a specific goal with a practical application, it was likewise designed to seek more nomothetic conclusions.  The sample population used in this study will be a great control mechanism for many variables inherent in human environmental perception and behavior because the population is relatively homogenous (common training, standards and experience in a very unique three dimensional geographic environment) and their behavior is economically driven (specifically guided by the rational actor paradigm).

1.1 Specific goals and research questions

The goal of this research is to develop and test a method for optimizing helicopter mission flight routes.  The hypothesis is that GIS optimized routes increase mission effectiveness by significantly reducing aircraft susceptibility.  To test the hypothesis, the difference between GIS optimized mission flight routes and those created conventionally by human pilots must be quantified and assessed.  This will be accomplished by analyzing the statistical relationships between human-created routes and GIS-created routes.  The specific effect of other variables will be investigated as well as the degree to which GIS improves mission effectiveness:

1) Does experience level of the human flight route planner have an effect on the spatial characteristics of their planned flight route?

2) Does expertise level of the human flight route planner have an effect on the spatial characteristics of their planned flight route

3) Does familiarity with the environment have an effect on the spatial characteristics of their planned flight route?

4) Does gender have an effect?

5) Does age have an effect?

6) Does terrain variability of the travel surface have an effect on the spatial characteristics of the human planned route?

7) How much improvement is gained over conventional human-based methods by optimizing geographic considerations in a GIS?

1.2 Potential benefits of the research

This research has the potential to contribute to spatial behavior theory, methods in three-dimensional GIS modeling and directly to improving helicopter survivability and mission effectiveness.  This applied benefit may save lives and is cost effective in light of the high costs of airframe design and development or improvement.

1.3 Overview of proposal

The remainder of this proposal is divided into three sections.  The first is a summary of the prior research on mission flight route optimization and spatial behavior.  The second section deals with the methods, study areas, data, and procedures for the creation and testing of the model, while the third section concludes the proposal.
2.0 Literature review

The literature review is divided into two main sections.  The first section covers research that has been completed on mission flight route optimization and the second section discusses research that has been completed in the realm of spatial behavior and decision-making.  Although there has been work on comparing human vs. GIS ground-based, non-motorized routes (Duncan and Mummery 2007), no published research could be found that specifically compares GIS optimized flight routes to those created by humans using conventional route planning methods.
2.1 Mission flight route optimization

Extensive research exists on helicopter survivability and susceptibility, computerized mission route planning tool development, and optimized route-planning models for aerial vehicles.  None of the computerized models investigated have integrated the entire suite of geospatial analysis tools in order to create a robust susceptibility surface and optimized flight routes for piloted helicopters in a combat environment.
2.2 Survivability and susceptibility analysis

The original survivability practices developed at the birth of military helicopter operations in the 1950’s were founded on two simple principles:  avoid detection and then avoid being hit.  The chief means of achieving this goal were to fly at extremely low, nap of the earth (NOE) altitudes below the sight line of terrain, buildings or vegetation and to fly at night to avoid detection.  Although original concerns were focused on visual detection, helicopters can also be detected acoustically and through other wavelength reflections in the electromagnetic spectrum (Ball 2003; Kane 1997).

During the war in Vietnam, combat survivability evolved as a formal design discipline due to the loss of approximately 5,000 U.S. aircraft (2,500 helicopters) to enemy fire (Ball and Atkinson 2005).  The combat experience validated the advantage of nighttime flight, but drastic changes were made in altitude tactics.  NOE flight was discarded early in the conflict because it was more effective to avoid the enemy’s anti-aircraft machine gun range by flying above 600 meters.  With the introduction of the SA-7 Grail, man-portable, shoulder-fired surface-to-air missile (SAM) in 1971 NOE flying was reintroduced (Allen 1993: 20-21).  The Soviet Union (Allen 1993: 91), United Kingdom (Allen 1993: 142), Germany (Allen 1993: 181) and France (Allen 1993: 200-201) all employed the same NOE altitude tactics that are still in use today.  Helicopter aircrews survive combat by flying most missions at night and as low as possible given current technology and safety concerns (Saier 2005: 28; Colby 2007).

2.21 Quantitative survivability

The probability that a helicopter will survive in a man-made hostile environment (combat) is a direct factor of the enemy weapon system’s probability of stopping the helicopter from performing its mission by destroying or disabling it (known as a mission kill).  Survivability can be expressed as an equation (Ball 2003: 3):

PS = 1 – PK
PS = the probability of survival

PK = the probability of an enemy kill.

To maximize PS one must minimize the enemy’s PK.  This can be accomplished by reducing the helicopter’s susceptibility and vulnerability.  Susceptibility is the ability to avoid a threat and vulnerability is the ability to absorb a threat’s impact or explosion.  This is similar to a boxer’s ability to avoid a punch and to his ability to take a punch.  The probability of a kill can also be expressed as an equation (Ball 2003: 4):

PK = PH*PK(H
PH = the probability of being hit (susceptibility)

PK(H  = the conditional probability of a kill given a hit (vulnerability).

If susceptibility (PH) can be reduced to zero by avoiding the strike, then there will be no probability of a kill and survivability is increased to 100%.  This is similar to a boxer never getting knocked out because he dodges every punch.

Susceptibility can likewise be expressed in equation form (Ball 2003: 14):


PH  = PA*PD(A*PL(D*PI(L*PH(I 

PA  = the probability that a threat weapon is near and active (ready to fire)

PD(A = the conditional probability that you are detected, given that the threat is near and active

PL(D = the conditional probability that you are tracked, a fire control solution is obtained, and a projectile is launched, given that the threat weapon was active and detected you

PI(L = the conditional probability that the projectile approaches or intercepts you, given that the projectile was launched at you (a missile with a proximity fuse just needs to be close)


PH(I = the conditional probability that you are hit, given that you were intercepted.

The key to this equation is to defeat the threat as far left in the susceptibility equation as possible (Colby 2007).  Since one cannot completely eliminate the enemy threat in a combat environment, especially from small arms, rocket propelled grenades (RPGs) and man-portable air defense systems (MANPADs), we must harken back to the lessons learned at the beginning of combat helicopter flight.  Perfect (100%) survivability can be achieved by preventing the aircraft from being detected (PD(A = 0).

Although the geographical tools available to the pioneers in helicopter combat were insufficient for completely minimizing detectability, modern geographical tools and information can help locate enemy threats and enable the creation of routes that avoid them and reduce detectability to its absolute minimum.  
2.3 Geographic considerations and mission planning tools

The evolution of GIS from descriptive mapping to prescriptive modeling has fulfilled Morrison’s (1980) prophecy concerning the three stages of adaptation to new technology.  First there is a reluctance to use the new technology.  People are comfortable and secure in the old way of doing things and have an aversion to change.  Following the reluctance to use stage is the replication stage where the technology attempts to simply replicate previous methods.  Although automation improves efficiency and flexibility, it is fixated on tradition and does not question the fundamental manner in which the tasks are accomplished.  The third stage is the full implementation of the new technology in which we drop the old way of doing things and the new technology becomes the current technology.  Although GIS has reached stage three in many realms in the form of geospatial modeling, it has failed to be fully integrated in conventional military mission flight planning that has remained entrenched in stage two for over a decade.

In 1997 helicopter mission planners set aside their air navigation and dead reckoning slide rule and their 1:250,000 scale Joint Operations Graphic (JOG) paper chart and began using Portable Flight Planning Software (PFPS).  The software is comprised of two subcomponents: FalconView and Combat Flight Planning Software (CFPS).  FalconView, originally developed for the F-16 fighter jet, is a nonproprietary, open-architecture, Government Off-The-Shelf (GOTS) application for analyzing and displaying geographical data while CFPS adds specific aircraft data and mathematical algorithms in order to calculate mission flight route information (speed, time, distance, heading, course, fuel consumption, etc.) (Bailey 2005; Hilderbrand 2004).

PFPS is easy to use, interoperable and has significantly improved efficiency, accuracy, precision and flexibility (Hilderbrand 2004), but its digitized charts, maps, aircraft operational information and mathematical algorithms simply replicate pencils, paper charts, rulers, the slide rule and the human brain.  It does not fully embrace the capabilities of geospatial information science and take advantage of its most advanced features.  Although some developments within PFPS have incorporated near real time weather data overlays and more complex spatial measurements including terrain-based viewshed calculations for known threats and illumination information, the essence of mission flight planning is still accomplished in the old way, human planners viewing the information displayed on the digitized chart and then choosing a route to minimize susceptibility and maximize mission success based on training, instructions and experience (Mission-planner.com 2007).  The planner depicts the chosen stick route using a computer mouse and the computer calculates the associated information (heading, distance, altitude, etc.).  PFPS and its evolution from an Air Force specific program into a joint service program (Joint Mission Planning Software, JMPS) simply replicates the fundamental manner in which flight planning has always been accomplished.

A recent development in computerized flight planning is noteworthy because it provides a glimpse into the potential advantages of embracing geospatial modeling and GIS.  Spatial modeling in mission flight planning has been led by the operations research community since the genesis of stealth technology in the 1970’s.  Where there are well-established models and analytical techniques, GIS has been less evident in terms of its applications (Batty 2006: 421).  Stealth is defined as low observable (LO) design enabled by advanced computer tactics that optimally route a LO aircraft to minimize its radar visibility or cross section.  Common Low Observable Automatic Router (CLOAR) was one of the initial routing programs for the B-2 “stealth” bomber aircraft.  Procedures developed since then have evolved into dynamic automatic routing programs that allow for near real time in-flight updates and rerouting. 

Operations Research Concepts Applied (ORCA) Planning and Utility System (OPUS) has developed operational and analytical route planning solutions for strike and ISR (Information, Surveillance and Reconnaissance) aircraft and missions.  Algorithms generate goal-seeking, threat-avoiding, terrain-aware individual sortie routes.  The user can define weapon footprints, sensor coverage envelopes, aspect dependent signature information, and locations for threats and targets (orca1.com/OPUS3.htm; Pritchard 2000).  The optimal solutions created by OPUS are designed for high altitude and are not applicable to helicopters or any other low flying conventional aircraft that operate very close to the earth’s geography.  The precedent set by the OR discipline and their emphasis on aircraft design and tactics is significant.  The GIS community has an opportunity to follow suit for non-LO, legacy aircraft operating in low altitude environments.

Although no research was discovered where combat flight mission planning attempted to minimize acoustical detection, it is widely acknowledged that this goal is critical to mission effectiveness in light of the projected proliferation of anti-helicopter acoustical mines (Ball 2003;  Kane 1997).  A computerized acoustics model that was developed for an entirely separate purpose has the potential to be employed for combat.  The Rotorcraft Noise Model (RNM) was developed to investigate the impact of civilian rotorcraft (helicopters and tiltrotors) noise on communities surrounding air transportation facilities (Page et al. 2002).  The model was intended to quantify the noise level from rotorcraft operations and to develop approach and departure abatement procedures although it can be used to predict far-field noise for single event flight vehicle operations.  This characteristic makes it suitable for mission flight route analysis.  The model includes the effects of sound propagation over varying terrain, spherical noise spreading from the rotorcraft, atmospheric absorption, ground reflection and attenuation, Doppler shifts, the difference in phase between direct and reflected rays, and ground impedance between the rotorcraft and sensor.  The model assumes that the acoustic ray paths are straight lines and that there is no wind.   It is generally understood that NOE flight reduces the detectable sound level by keeping it closer to the ground (Russell, W. and Luz 2001: 33).
2.4 Geospatial flight route optimization modeling

Computer-based geospatial research on susceptibility modeling and mission flight route optimization in a combat environment has been ongoing for two decades.  Pekelsma (1988) focused on the automation of the guidance, navigation and control functions for NOE altitude, human-piloted helicopter flight.  His route guidance system was a hybrid of onboard geospatial sensors [a Forward Looking InfraRed (FLIR), Global Positioning System (GPS), Internal Navigation System (INS) and altimeters] and a digital terrain database.  The route planning process was divided into far field, near field and very near field navigation phases (coarsely termed local and global in the computer science discipline) where low detectability was linked with “valley-seeking” or searching for the lowest elevation terrain.  This optimization parameter did not always provide minimum exposure.  The algorithm was capable of generating high exposure instances when routing the helicopter over steep ledges where the horizontal path generation process directed the aircraft to low elevations.  In order to further avoid exposure Pekelsma recommended flying in areas of high clutter or low population density.  He advocated including other data and incorporating winds and aircraft power limitations to improve his optimization model.

Recent automated route research has focused on unmanned air vehicles (UAVs) operations including some work on helicopters (Pettersson 2003; Scherer et al. 2007).  Carlyle, Royset and Wood (2007) recognized the limits of current planning systems and predicted that fast auto routers will eventually become the standard component of mission planning systems.  Others have investigated automatic route planning for the entire spectrum of air vehicles.  Zheng, Ding, and Zhou (2003) developed a three-dimensional route planner for UAVs.  Other work has been done on guidance and control algorithms for UAVs in high-speed NOE flight (Lapp and Singh 2005), dynamic route replanning for reconnaissance UAVs (Pritchard 2000) and computer-aided real-time in-flight planning for conventional aircraft in low-level flight (Leavitt 1996).  Since the pioneering work of Pekelsma (1988) there has been no incorporation of geospatial analysis tools to create a susceptibility surface and optimized routes for piloted helicopters.
2.5 Spatial behavior

Spatial behavior is defined as any sequence of consciously or subconsciously directed life processes that result in changes of location through time (Golledge and Stimson 1997).  These behaviors are grossly categorized as weakly motivated and random, problem solving, and/or repetitively learned.  I will look at human spatial route planning behavior and ability in the problem-solving category.

Psychologists have long investigated questions of spatial aptitude or spatial ability although most exploration has been accomplished on situations of people engaged in activities and having experiences in ordinary spatial and/or environmental contexts (Amedeo and Golledge 2003).  The spatial context of helicopter flight is not ordinary and is therefore an opportunity to investigate spatial ability in an unusual realm.  Spatial abilities are tied to performance on spatial aptitude tests and the dimensions contained within those tests (Elliot and McFarlane-Smith 1983).  The three dominant dimensions are spatial visualization, spatial orientation, and spatial relations (Golledge and Stimson 1997).

Spatial visualization is the ability to mentally manipulate, rotate, twist or invert two- or three-dimensional visual stimuli.  Spatial orientation involves the ability to imagine how configurations of elements would be seen from different perspectives and is important in map reading, wayfinding and navigation (Golledge and Stimson 1997).  Spatial relations include abilities that recognize spatial distributions and spatial patterns.  It is considered to be the most significant for spatial behavior because it involves the relational and associational components of spatial knowledge.  Differences in male and female performance on spatial visualization and orientation aptitude tests showed mixed results (Self and Golledge 1994; Masters and Sanders 1993; Stumpf 1993) while few relational studies have been accomplished.  Testing pilots with conventional helicopter flight mission planning is an opportunity to study gender effects in all three dimensions.

In addition to investigating the impact of gender on spatial ability, I will examine the search and learning theory of spatial knowledge acquisition.  The theory assumes that a person placed in an unfamiliar environment and tasked to seek a goal will exhibit a tendency to vary responses until a correct response has been achieved.  At this point experimentation diminishes and incremental learning proceeds (Golledge and Stimson 1997).  I will use a measure of familiarity in my research to investigate this theory in the realm of wayfinding behavior while incorporating the findings of MacEarchren (1992) and Presson and Hazelrigg (1984) who researched wayfinding behavior when learning from maps versus learning from actual travel.

The behavioral geography research also influenced my decision to develop a DSS as opposed to an AI system.  After evaluating commercial airline pilots interacting with an enroute flight planning system, Layton, Smith and McCoy (1994) suggest that optimization models should be designed as cooperative (a DSS) as opposed to automated (AI).  This enhanced the collaboration between the human operator and the computer system.  UAV route planning is perfectly suited to AI, but not a human piloted helicopter.
3.0 Research methods

3.1 Study areas


The study areas are comprised of the territory surrounding three separate Air Force Space Command bases headquartered in Wyoming, Montana and North Dakota and an area in the Northwest Territories of Pakistan.  All three Air Force bases have helicopter squadrons that are tasked to provide support to their corresponding contingent of Intercontinental Ballistic Missiles (ICBMs).  The region in Pakistan is considered a low threat, combat environment due to the absence of a sophisticated and integrated air defense system.  Because of its current position in relation to the Global War on Terrorism, it is an appropriate area for analyzing potential helicopter flight mission planning.  Each Area of Responsibility (AOR) in the U.S. is approximately 20,000 square miles while the AOR in Pakistan is about 112 miles in width (from north to south) by 250 miles in length (from east to west) for a total area of 28,000 square miles. The bounds of each U.S. study area will be the entire missile field and any additional terrain determined by the squadron as encompassing the AOR.  All four areas are sparsely populated, high altitude terrain covered with a majority of grass-type vegetation.  Since it is almost nonexistent, any concealment offered by trees or buildings is not considered.

3.2 Data sources

3.21 Model data


The model will require elevation data, road network data, surface wind and temperature data, and UH-1N helicopter airframe data.  Elevation and road network data will be acquired from the National Geospatial Intelligence Agency (NGA) while temperature and wind data will be gathered from weather stations located at Missile Alert Facilities (MAFs) spread across each of the three U.S. study areas.  There are 15 MAFs per study area.  Weather data for Pakistan will be obtained from the mission departure point (Balakot Airport). Temperatures will be extrapolated across the study areas using the standard adiabatic lapse rate of –2 degrees C / 1000 ft gain in elevation.  The standard adiabatic lapse rate was used because data on temperatures aloft and air moisture conditions are not available and because it is the procedure currently employed by USAF helicopter pilots.  Other interpolation and extrapolation methods have not yet been fully explored.  The use of LANDSAT thermal band data was considered, but is not suitable for simulated night missions because LANDSAT data are only collected during daylight hours.  The lack of extensive temperature data is a liability of the model that could be remedied through real-time data collection by the helicopter or other sensing platforms.  UH-1N airframe data were obtained from the helicopter operations manual.

3.22 Field data collection

All helicopter pilot mission flight planners from each helicopter base (Frances E. Warren Air Force Base (AFB), WY; Malmstrom AFB, MT; and Minot AFB, ND) will be tested in the field.  The total number of subjects is estimated at 45.  The Host Aviation Resource Manager (HARM) and training officer will provide specific information on each pilot (experience level, gender, etc.) to ensure accuracy and currency.  Each pilot will generate one flight route for each of two scenarios, one in the Pakistan study area and one for their home AOR using PFPS.  In order to answer the original research questions the following data need to be collected: 

1) Home base (F.E. Warren, Malmstrom, or Minot)

2) Flight hours (total hours in flight)

3) Gate days (total days flying since pilot training began)

4) Rating (pilot, pilot in command, instructor, evaluator)

5) Tactical flight currency data (sortie number)

6) Familiarity data (time on station in days)

7) Gender

8) Age in months

9) Temperature

10) Surface wind

a. Direction

b. Speed

11) Time to create mission flight route in minutes

12) Mission flight route (vector shapefile and flight data card exported from PFPS)

a. Turn points

b. Headings

c. Segment locations

3.3 Model development

A GIS mission flight planning route optimization model will be created and implemented for four separate scenarios for the UH-1N helicopter.  One scenario will include a geographic location foreign to the subjects (Pakistan) while the other three scenarios will be generated from the home field for each of the three home bases (F.E. Warren, Malmstrom, or Minot).  The model will use the same data available to the human planners.  The corresponding susceptibility surfaces, associated corridors and least cost routes will be based on airframe limits, prior research studies, criteria established by Air Force instructions and single criteria computer models.  Methods followed the basic three-step process described by Berry (2003):  1) discrete cost, 2) accumulated cost, and 3) steepest path.  

3.31 Model design and calibration


The flow chart in Figure 1 shows the general criteria considered for the flight-planning model. The left side of the flowchart depicted in Figure 1 shows the basic thought process involved in creating this model while the right side shows the potential improvements.  


Figure 1.  Generalized GIS Mission Flight Planning Flow Chart

Individual discrete cost maps will be created that consider the airframe limits, regulatory constraints and threat constraints.  Shadow optimization and a single criteria noise propagation model will be integrated.  Each map will be calibrated into a relative cost surface and combined into a single discrete cost map that indicates relative preference for planning a route at every location in the study area.  Since there will be conflicting route constraints, each will be weighted according to their priority.  These weighted priorities could change based on weather, time issues, threat updates and mission changes.

The first set of geographic constraints incorporated in the derived discrete cost layer will be the airframe limits: performance limits, range and ceiling.  Since aircraft engine power and lift are inversely related to density altitude, high altitudes and temperatures that result in performance reductions below 100% will be penalized.  Range will be adjusted according to collected wind data.  Although PFPS has a Winds Aloft Tool that incorporates wind data for flight plan calculations, it is insufficient for NOE flight.  An interpolation between surface wind data and winds aloft will result in the most accurate data for very low flight altitudes in geographical regions where winds aloft data are available.  Distances beyond the maximum wind-adjusted range will be eliminated from the analysis as well as altitudes above the maximum ceiling.  

Threat data will be incorporated by assuming that the most likely location of an enemy threat would be along the road network.  It is the highest probable threat location because of its correlation with human activity.  A buffer-constrained viewshed will be calculated from the roads only throughout the weapons’ effective range to save processing time.  The resultant map will depict locations where an aircraft could be seen within the range of enemy weapons.  Since an enemy may also know the departure point and the target location, two additional viewsheds (for the origin and destination) will be calculated using the entire DTED.  The three resultant viewsheds will be summed to create a visibility susceptibility cost surface.  Advanced visual exposure tools allow for a “target at height” solution that considers flying height on the viewshed surface.

Susceptibility studies recommend that routes be planned to maximize the concealment offered by shadows (sun/moon/manmade).  Although it appears that PFPS has this capability, the manner in which the shadows are computed in Falconview is flawed.  The program creates two-dimensional ground shadows, which are not what is needed by an aircraft attempting to fly in a three-dimensional non-illumination swath.  The method would not conceal a helicopter by routing it over shadowed terrain.  It must route the aircraft through the three-dimensional shadowed volume.  Routing an aircraft over shadows may cause it to be highlighted because of a distinct visual contrast, opposite from what is desired.  Modeling and incorporating three-dimensional, non-illumination corridors will be accomplished.  Considerations will include setting the time of day and moon phase in order to optimize night vision goggle capability design and the volume of the non-illumination swath.

The absolute airframe altitude limit map will be added to the power cost map and the combined visibility map to create the relative discrete cost layer.  This important final step will require subjective judgment in discerning the relative value of the input criteria.  A cost distance surface will be generated from both the departure point and the target location and summed to create an accumulated cost surface to identify the best corridors (see figure 2).  Deriving the steepest path across this accumulated cost (susceptibility) surface will finalize the creation of the single optimized route. The series of lowest values on the total susceptibility surface will identify the best route.  Straightening conversions will be accomplished to eliminate the abrupt “zig-zag” pattern of the route caused by the Least Cost Path (LCP) method (Berry 2007). 

[image: image1.jpg]Accumulated Cost





Figure 2.  Example of an accumulated cost surface depicting optimum corridors from origin to destination in dark green

3.32 Model validation

The statistical analysis will involve comparing the route created by the pilots to the optimal route created by the GIS-enabled model.  The divergence from optimal for each human created route will be measured through differences in total route distance, turn point data, segment locations and area.  Overall descriptive parameters will be calculated as well as regression analyses.

The following will be the response variables:

a. Human route distance vs. GIS-enabled route distance (y1)

b. Turn point data 

i. Point deviation from the optimal route line (y2)

ii. Percent of human points within optimal GIS-enabled corridor (y3) 

c. Segment locations

i. Percent human route (rasters or vector distance) in optimal GIS-enabled corridor (y4)

d. Area

i. Difference in visibility footprint (y5)

ii. Difference in noise footprint (y6)

The following will be the predictor variables:


a.   Home base (x1)

b. Flight hours as a measure of experience (x2)

c. Gate days as a measure of experience (x3)

d. Rating as a measure of expertise (x4)

e. Tactical flight currency experience measure (x5)

f. Time on station as a measure of familiarity (x6)

g. Gender (x7)

h. Age (x8)

i. Terrain variability / ruggedness measure

i. Study area elevation standard deviation (x9)

j. Time to create mission flight route in minutes (x10)

The gravitational effect of the shared origin and destination and the straight line connecting them will tend to pull all routes toward the center.  The resultant reduction in route variability must be considered when interpreting results.  Investigations will compare human and computer routes to the straight-line route using sinuosity (straight line distance / actual distance).  The effects of route direction at origin and destination will also be explored through comparisons of the directional mean and circular variance at both locations.

4.0 Conclusion


This study will contribute to improved knowledge in the realm of human environment interaction, spatial behavior, GIS modeling methods and aircraft susceptibility research.  A GIS-enabled, optimized flight-planning model will be created that reduces helicopter susceptibility in a low threat combat environment.  The model will consider geographical limits imposed by the airframe, Air Force regulations, threats, temperatures, winds, and terrain.  Airframe performance will be maximized while the exposure to the enemy threat will be minimized by optimally reducing visibility and audibility.  Model results will be compared to conventional planning results obtained by humans using current computerized methods.  Human route variability will be investigated in relation to experience, expertise, familiarity, gender, age, time, and terrain ruggedness.  The benefits are threefold: a contribution to theory, GIS modeling methods and direct application.
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